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ABSTRACT 
Most state-of-the-art image quality metrics are based on the 
two-step approach: local distortion/fidelity measurement 
and pooling. During the pooling stage, many weighting 
strategies have been proposed incorporating properties of 
the distortion itself, various masking effects and visual 
attention. Recently, researchers have devoted great 
enthusiasm and effort to the improvement of image quality 
assessment using visual saliency models. In this research, it 
is noticed that visual saliency features of both the original 
image and the distorted one have impacts on the process of 
image quality assessment. To reduce the overlapping effects, 
a nonlinear additive model is proposed to integrate saliency 
features from the original and distorted images towards 
improved error weighting results. Our extensive 
experimental studies on four publicly available image 
databases (LIVE, TID2008, CSIQ and A57) indicate that the 
proposed improved nonlinear additive model based saliency 
map weighting strategy constantly leads to higher prediction 
accuracy for image quality assessment than traditional 
methods. 

Index Terms—Image quality assessment (IQA), visual 
attention (VA), saliency map, nonlinear additive model 

1. INTRODUCTION 
Perceptual image quality assessment (IQA) plays an 
important part in many areas of digital image processing, 
such as the development and optimization of image 
compression, storage and transmission algorithms. Existing 
IQA approaches fall into two categories: subjective 
assessment and objective assessment. Although the 
subjective assessment approach should be the ultimate 
quality gauge for digital images, it is usually time-
consuming, expensive and not practical for real-time image 
processing systems. The Mean-Squared Error (MSE) and its 
relative the Peak Signal-to-Noise Ratio (PSNR) are still the 
most widely used objective quality metrics, both due to their 
convenience and due to their clear physical meaning as 
distortion/fidelity measures. However, it has been widely 
recognized that MSE and PSNR are not well correlated with 
human judgment of quality, i.e. the Mean Opinion Score 
(MOS). Objective image quality metrics based on the 
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human visual system (HVS) are potentially more reliable for 
accurate quality prediction [1], for example, the well-known 
quality metrics of SSIM [2] and VIF [3]. It has been 
demonstrated that visual attention model based on 
combining some low-level aspects of the HVS (e.g. 
frequency sensitivity, luminance masking and texture 
masking) can improve the performance of IQA methods and 
this topic has been a very active research area [4]-[7]. 

Intuitively, the distortion in prominent area (a saliency 
region) attracts more of the viewer’s attention, and is more 
annoying than those in any other areas. This idea has been 
exploited in [4]-[7], where the performances of the image 
quality metrics are improved by weighting the measured 
local distortions with the saliency map. Understandably, 
severe distortion usually hinders accurate saliency feature 
detection so most saliency map weighted IQA methods (e.g. 
[5]-[7]) choose to work only with saliency map computed 
on the distortion-free reference image. However, those 
methods are clearly based on the assumption that the 
saliency features in the original and distorted images are 
similar to each other. Admittedly, when the distorted image 
is of high quality, the above assumption is almost valid. On 
the other hand, as the quality of the distorted image drops, 
the noticeable artifacts may dominate the saliency detection 
process and results in a discrepancy between the saliency 
features of the reference and the distorted images. Therefore, 
an accurate weighting strategy should be based on saliency 
features not only from the reference image but also the 
distorted one. Moreover, inspired by former works on 
masking effect estimation, a nonlinear additive model [9]-
[10] is used in this research to account for the possible 
overlapping effects between the saliency maps generated by 
the bottom-up attention model [8] on the original and 
distorted images. 

The remainder of this paper is organized as follows. 
Section 2 first reviews a classic bottom-up saliency model 
and points out the shortage of applying the model on the 
original image alone in error pooling for image quality 
assessment. Then we outline the saliency model based 
weighting strategies using linear/nonlinear additive models. 
Section 3 introduces the linear/nonlinear additive model 
based IQA algorithms. In Section 4, experimental results 
using the LIVE database [11], TID2008 [12], CSIQ database 
[13] and A57 database [14] are reported and the results are 
analyzed. Finally, conclusion is drawn and future work 
direction is pointed out in Section 5. 
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Figure 1.  Diagram for computing saliency maps (SR map: saliency map for  the reference image, SD map: saliency map for the distorted image, SL map: 

saliency map based on SR and SD maps with linear additive model, SN map: saliency map based on SR and SD maps with nonlinear additive model) 

2. LINEAR/NONLINEAR ADDITIVE MODEL BASED 
SALIENCY WEIGHTING 

2.1. Bottom-up Saliency Model 
Visual attention model is an important basic research area 
for image quality assessment. Visual attention models 
generally fall into two categories: top-down and bottom-up 
approaches. The top-down method is usually driven by a 
certain task when viewing a scene, such as searching for a 
specific target. So, top-down attention models are usually 
based on visual feature detection that is correlated with such 
tasks. In the bottom-up methods, a computational model for 
identifying visual attention regions is developed using low-
level features of visual signals.  

In this study, we employed a classic bottom-up visual 
attention model [8]. Inspired by the behavior and the 
neuronal architectures of the early primate visual system, 
this saliency model is to construct a single topographical 
saliency map first by combining multi-scale image features, 
such as colors, intensity, orientations and other visual 
information. Then, a winner-take-all network that 
implements a neutrally distributed maximum detector is 
performed to detect the most salient locations step by step. 
Finally, a saliency map of an image can be computed, which 
can depict the saliency distribution over different locations. 
Fig. 2 (c)-(d) illustrate saliency maps of reference and 
distorted images for JPEG distortion, and Fig. 3 (c)-(d) are 
results for Fast-fading distortion. 

2.2. Linear/Nonlinear Additive Model  
Most of saliency weighted IQA methods just computed the 
saliency map of reference images. As we discussed, when 
the reference and distorted images are of comparable quality, 
a weighting strategy based on only the saliency map from 
the original reference image is very valid. However, this 
approach tends to fail as the quality level of the distorted 
image drops. When the quality of the distorted image is 
quite low, as illustrated in Fig. 2-3 (c)-(d), saliency maps of 

reference image and distorted image can be very different.  
Considering the fact that it is the distorted images that are 
delivered to the viewers in typical visual communication 
systems, for an accurate saliency map weighting strategy, 
saliency features from both the original and the distorted 
image should be considered. According to the analysis 
above and for the sake of comparison, a linear additive 
model shown in Fig. 1 is used to incorporate both saliency 
maps. The resulting overall saliency map based on linear 
additive model (SL) is simply given by: 
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where x and y indicate reference and distorted images, S(x) 
represents the saliency map of x. SR and SD are saliency 
maps of reference and distorted images respectively. 

Although the SL map contains salient regions from both 
saliency maps SR and SD, we can find a serious problem 
introduced by the straightforward linear additive model: 
saliency regions shared by both the reference and the 
distorted images are excessively emphasized while regions 
belonging to single image are overly lessened. For example, 
the individual saliency regions in red circle of Fig. 2-3 (c)-(d) 
are lessened in Fig. 2-3 (e), while the same saliency regions 
in green circle of Fig. 2-3 (c)-(d) are enhanced in Fig. 2-3 
(e). According to the working mechanism of saliency 
formation in V1 area, the retina and LGN, orientation, 
motion and luminance (the former two are clearly coded by 
V1 cells and the last one is controlled by activated cells in 
the retina and LGN [9]) all play significant roles in forming 
the final saliency map. By carrying out three experiments on 
the combination of orientation and motion contrast, 
combination of orientation or motion and luminance 
contrast and combinations of orientation or motion and color 
contrast in [9], Northdurft gave two conclusions: First, the 
underlying neural processes are far more independent of 
orientation or motion and luminance than the case for the  
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Figure 2.  Illustration of saliency maps (more whiter more saliency) and ssim_map (more blacker more distorted): (a) reference image; (b) JPEG distorted 
image with its dmos value 97.2468; (c) saliency map of reference image; (d) saliency map of distorted image; (e) saliency map based on linear additive 

model; (f) saliency map based on nonlinear additive model; (g) ssim_map; (h) saliency map (f) weighted ssim_map 

combinations of orientation and motion; Second, the 
additive effects of combination of color and motion are 
pronounced but clearly different from linear summation. 
Those conclusions suggest that overlapping effects should 
exist in the saliency maps of the reference and the distorted 
images. To diminish the effects of the common saliency 
regions in the reference and the distorted images, we can 
penalize the regions accordingly by subtracting a local 
minimum between the saliency estimation. Here, as 
illustrated in Fig. 1, we adopts the so called nonlinear 

additive model based saliency map (SN) defined as follows 
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where λ is an parameter adjusting the penalization strength. 
Clearly, value for λ depends on the level of saliency feature 
shared between the reference and the distorted images. In 
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Figure 3.  Illustration of saliency maps (more whiter more saliency) and ssim_map (more blacker more distorted): (a) reference image; (b) Fast-fading 
distorted image with its dmos value 101.3192; (c) saliency map of reference image; (d) saliency map of distorted image; (e) saliency map based on linear 

additive model; (f) saliency map based on nonlinear additive model; (g) ssim_map; (h) saliency map (f) weighted ssim_map 

our research, it is noticed that the optimal value of λ is 
related to the type of image distortion. Table I lists the 
optimal values for λ, obtained by our extensive tests for 
distortions of JP2K, JPEG, WN, Gblur and Fast-fading in 
LIVE database in terms of the correlation between IQA 
scores and subjective scores. To simplify our algorithms, in 
the later experiments, we set λ=0.45 for all type of 
distortions in this research. The nonlinear additive model 
based saliency detection results shown in Fig. 2-3 (f) are 
found to be more reliable and more correlated to our 
experience than the results of SR, SD and SL. 

 
TABLE I. λ VALUES AND THEIR CORRESPONDING  PLCC AND SROCC OF 

JP2K, JPEG, WN, GBLUR AND FAST-FADING DISTORTED IMAGES 
DISTORTION 

 (image numbers) λ PLCC SROCC 

JP2K (169) 0.50 0.9650 0.9613 
JPEG (175) 0.39 0.9790 0.9760 
WN (101) 0.44 0.9801 0.9971 

GBLUR (101) 0.50 0.9517 0.9499 
FAST-FADING (101) 0.27 0.9393 0.9516 
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3. IMPROVING SALIENCY MAP WEIGHTING 
IMAGE QUALITY METRIC 

With our linear/nonlinear additive model based saliency 
maps, we can immediately weight the local distortion map, 
and then the final objective image quality scores can be 
computed by 


 =
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�
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                                   (3) 

where ω(i) is the value of saliency map, q(i) indicates the 
value of local distortion map, and N represents the size 
(number of pixels) of the local distortion map. 

Here we use SSIM [2] as a tool for measuring local 
distortion, which is defined by: 
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where x and y are the reference and distorted images, and M 
is the size of the image. The saliency map {ω(i)}, created by 
computing saliency map at each image location, can be used 
as a weighting function for SSIM pooling. Thus, we define 
SR weighted SSIM (SRW-SSIM) as follows 
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and similarly, SD weighted SSIM (SDW-SSIM), SL weighted 
SSIM (SLW-SSIM), and SN weighted SSIM (SNW-SSIM) 
are given by: 
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where ωSR, ωSD , ωSL and ωSN  indicate the values of SR, SD, SL 
and SN map. 

4. EXPERIMENTAL RESULTS 
Mappings of the scores of these five metrics SSIM, SDW-
SSIM, SRW-SSIM, SLW-SSIM and SNW-SSIM to 
subjective scores are obtained using nonlinear regression 
with a 4-parameter logistic function as suggested by VQEG 
[15]: 

�(�) =
�1−�2
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with x being the input score and q(x) the mapped score and 
β1 to β4 are free parameters to be determined during the 

curve fitting process.  
Two commonly used performance metrics, Pearson 

Linear Correlation Coefficient (PLCC) and Spearman Rank-
order Correlation Coefficient (SRCC) as suggested by 
VQEG [15], are employed to further evaluate SSIM and 
competitive SRW-SSIM, SDW-SSIM, SLW-SSIM and SNW-
SSIM metrics on LIVE, TID2008, CSIQ and A57. Fig. 4 
shows the scatter plots of MOS vs. SSIM/SNW-SSIM on 
TID2008 database and all the PLCC and SRCC values are 
illustrated in Fig. 5, 6, 7 and 8 respectively. 

  
(a)                                         (b) 

Figure 4.  (a): Scatter plots of  MOS vs. SSIM on TID2008 database; (b): 
Scatter plots of  MOS vs. SNW-SSIM on TID2008 database. 

We have some valuable observations on the 
performances of the IQA algorithms: First, SDW-SSIM has 
higher prediction accuracy than SRW-SSIM, and this 
coincides with the fact that subjective scores mainly depend 
on the injuring degree of distorted images (i.e. saliency 
maps of distorted images play more important roles). 
Second, SLW-SSIM and SNW-SSIM generally have much 
better performance because of using both saliency maps. 
Third, SNW-SSIM performs the best of all, due to the fact 
that SN map is based on combining saliency maps of 
reference and distorted images as well as reducing the  
overlapping effects in both saliency maps. 

5. CONCLUSION 
In this paper, we first point out the limits of the present 
saliency map weighted IQA methods in considering only 
saliency features from the reference image. Since image 
observation process is usually conducted on the distorted 
image in the real world, saliency features from the distorted 
image should also be explored. And to combat the possible 
overlapping effects between the common saliency features 
between the original and the distorted images, a nonlinear 
additive model approach is used in combining the saliency 
maps from the original and the distorted images. We have 
tested the proposed improved saliency map weighting 
strategy for the IQA algorithm of SSIM on LIVE, TID2008, 
CSIQ and A57 databases. The experimental results verify 
that the linear/nonlinear additive model based weighting 
strategies outperform methods using only the original or the 
distorted image while the nonlinear additive model based 
weighting method has the best result.  

As analyzed, optimal weighting parameter λ in the 
nonlinear additive model is closely related to different kind 
of distortion, so our future work will involve the distortion 
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classification towards even higher performance 
improvement for weighting IQA algorithms using saliency 
maps. 
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Figure 5.  Correlation coefficients  of five metrics SSIM, SRW-SSIM, 

SDW-SSIM, SLW-SSIM and SNW-SSIM for LIVE database 

 
Figure 6.  Correlation coefficients  of five metrics SSIM, SRW-SSIM, 

SDW-SSIM, SLW-SSIM and SNW-SSIM for TID2008 database 

 
Figure 7.  Correlation coefficients  of five metrics SSIM, SRW-SSIM, 

SDW-SSIM, SLW-SSIM and SNW-SSIM for CSIQ database 

 
Figure 8.  Correlation coefficients  of five metrics SSIM, SRW-SSIM, 

SDW-SSIM, SLW-SSIM and SNW-SSIM for A57 database 

���


